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Термин «корреляция» означает «связь между 

переменными». Применительно к анализу данных 

этот термин обычно используется в сочетании 

«коэффициент корреляции». Методы изучения 

корреляции широко применяются при анализе 

данных в различных областях знаний (десятки 

тысяч публикаций в РИНЦ). Однако многие 

вопросы требуют тщательного рассмотрения. Им и 

посвящена настоящая статья. Согласно 

вероятностно-статистической модели 

корреляционного анализа исходные данные 

представляют собой выборку из двумерного 

распределения (как правило, отличного от 

нормального). Введены коэффициенты корреляции 

Пирсона, Спирмена и Кендалла. Показана 

некорректность термина "корреляционно-

регрессионный анализ", широко используемого в 

публикациях, рассмотренных в статье. Дело в том, 

что модель корреляционного анализа – лишь одна 

из моделей регрессионного анализа. 

Корреляционный анализ позволяет оценивать 

степень связи, прогнозировать значение одной 

переменной по значению другой, но не позволяет 

управлять, а именно, изменяя значение одной 

переменной, целенаправленно менять значение 

другой. Так, изменение (например, уменьшение) 

веса взрослого человека не приводит к изменению 

его роста, хотя коэффициент корреляции между 

этими переменными значителен. Для того, чтобы с 

помощью регрессионной зависимости 

разрабатывать управленческие решения, 

необходима серия предварительных 

экспериментов. В ней исследователь задает (по 

определенным правилам) значения независимой 

переменной и измеряет соответствующие значения 

зависимой. Эта область прикладной статистики 

называется «планирование эксперимента». 

Рассмотрен ряд вариантов шкалы Чеддока, 

The term "correlation" means "relationship between 

variables". In relation to data analysis, this term is 

usually used in combination with "correlation 

coefficient". Methods of studying correlation are 

widely used in data analysis in various fields of 

knowledge (tens of thousands of publications in the 

Russian Science Citation Index). However, many 

issues require careful consideration. This article is 

devoted to them. According to the probabilistic-

statistical model of correlation analysis, the initial data 

are a sample from a two-dimensional distribution 

(usually different from normal). Pearson, Spearman 

and Kendall correlation coefficients are introduced. 

The incorrectness of the term "correlation-regression 

analysis", widely used in the publications considered 

in the article, is shown. The fact is that the correlation 

analysis model is only one of the regression analysis 

models. Correlation analysis allows you to assess the 

degree of connection, predict the value of one variable 

based on the value of another, but does not allow you 

to control, namely, by changing the value of one 

variable, purposefully change the value of another. 

Thus, a change (for example, a decrease) in the weight 

of an adult does not lead to a change in his height, 

although the correlation coefficient between these 

variables is significant. In order to develop 

management decisions using regression dependence, a 

series of preliminary experiments is necessary. In it, 

the researcher sets (according to certain rules) the 

values of the independent variable and measures the 

corresponding values of the dependent variable. This 

area of applied statistics is called "experimental 

planning". A number of variants of the Chaddock 

scale, designed to interpret the values of the correlation 

coefficients in verbal form, are considered. In a non-

parametric formulation, the problem of assessing the 

significance of correlation coefficients by testing the 

statistical hypothesis that the theoretical correlation 

mailto:antorlov@mail.ru
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предназначенной для интерпретации значений 

коэффициентов корреляции в словесной форме. В 

непараметрической постановке рассмотрена 

проблема оценки значимости коэффициентов 

корреляции путем проверки статистической 

гипотезы о том, что теоретический коэффициент 

корреляции равен 0. Получена теорема об 

асимптотической нормальности коэффициентов 

корреляции Пирсона, Спирмена и Кендалла. 

Результаты проверки значимости сопоставлены с 

оценками по шкале Чеддока. Рассмотрены 

некоторые направления дальнейших исследований  

 

coefficient is 0 is considered. A theorem on the 

asymptotic normality of the Pearson, Spearman and 

Kendall correlation coefficients is obtained. The 

results of the significance test are compared with the 

estimates on the Chaddock scale. Some directions for 

further research are considered  
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1. Introduction 

The term "correlation" means "relationship between variables." When 

applied to data analysis, the term is usually used in combination with 

"correlation coefficient". Such coefficients are used to measure the magnitude 

and direction of the relationship between random variables. 

In [1] the results of the search for publications are presented in the 

scientific electronic library eLIBRARY.RU using the keywords: “Correlation”, 

“Spearman’s Correlation”, “Kendall’s Correlation”, “Pearson’s Correlation”, 

“Concordance”. In table 1 provides a short excerpt. 

Table 1 

Number of search results 

Search subject Total Economy Mathematics 

Correlation 38614 11266 5505 

Pearson correlation coefficient 11922 974 368 

Spearman correlation coefficient 12545 1221 333 

Kendall correlation coefficient 4301 135 87 

Concordance coefficient 846 699 322 

http://dx.doi.org/10.21515/1990-4665-202-020
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Table data 1 show that methods for studying correlation are widely used in 

data analysis in various fields of knowledge. However, as shown below, many 

issues require careful consideration. This article is dedicated to them. 

It is important to note that a large number of authors do not report which 

correlation coefficient they use. In such cases, we are most often talking about 

the Pearson correlation coefficient. 

2. Correlation coefficients 

As shown in [2 - 4], the description of data analysis methods should begin 

with the formulation of the corresponding probabilistic-statistical model. 

Let be a two-dimensional random vector, i.e. a function defined on the 

space of elementary events Ω = {ω} with values in R2. In an outdated paradigm 

of mathematical methods, studies often assume that the distribution is bivariate 

normal. However, it is well known that the distributions of real data, as a rule, 

are not normal (Gaussian) [5]. Therefore, we will assume that the distribution of 

the random vector is arbitrary, i.e. We will consider a nonparametric model. In 

this case, we assume that the usual assumptions [5] of the Central Limit 

Theorem of probability theory are satisfied, allowing us to conclude that the 

asymptotic statements given below are 

valid.(   )  ( ( )  ( ))(   ) (   )  

To measure the relationship between the coordinates of a random vector, 

one or another correlation coefficient is used. Among them, the best known is 

the linear paired Pearson correlation coefficient:(   )  

  
  (   ( ))(   ( )) 

 ( ) ( )
, 

where M(X) is the mathematical expectation of the random variable X, and is its 

standard deviation (i.e. the square root of the variance), etc. ( ) 

In applied statistics, the initial data is a sample, i.e. n pairs of numbers (i.e. 

n two-dimensional vectors) ( , ), 1,2,...,i ix y i n , where n is the sample size. In the 

probabilistic-statistical model under consideration, the sample elements are 
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independent two-dimensional random vectors, identically distributed with the 

Sample linear paired Pearson correlation coefficient rn, as is known, the 

number(   )  ( ( )  ( ))  

 

Here x - arithmetic mean of numbers , 1, 2,...,ix i n . 

If rn = 1, then , 1,2,...,i iy ax b i n   , for some numbers a and b, and a > 0. If 

rn = –1, then there is also a linear relationship between the variables xi and yi, 

i.e. , 1,2,...,i iy ax b i n   , but here a < 0. From these statements we can conclude 

that the closeness of the correlation coefficient to 1 (in absolute value) indicates 

a fairly close linear relationship between the variables under consideration. 

In the probabilistic-statistical model under consideration, the sample 

correlation coefficient is a consistent estimate of the theoretical, i.e. converges 

(in probability) to the theoretical coefficient with an unlimited increase in the 

sample size: 

lim n
n

r r



. 

In theoretical considerations it is often assumed that random vectors

( , ) ( ( ), ( )), 1,2,...,i i i ix y x y i n   ,have a bivariate normal distribution. As already 

mentioned, the distributions of real data, as a rule, differ from normal ones [5]. 

Why is the idea of a bivariate normal distribution widespread? The fact is that 

the theory in this case is simpler. In particular, the equality of 0 of the theoretical 

correlation coefficient is equivalent to the independence of random variables. If 

the assumption of bivariate normality is not met, then the equality of the 

theoretical correlation coefficient to 0 does not imply the independence of the 

random variables. It is not difficult to construct an example of a random vector 

for which the correlation coefficient is 0, but the coordinates are dependent. But 
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there is another way - to move to nonparametric correlation coefficients, which 

are equally suitable for any continuous distribution of a random vector. 

To analyze data measured in interval and ratio scales, Pearson's linear 

pairwise correlation coefficient can be used, since its value does not change with 

acceptable transformations in these scales. But for data measured on an ordinal 

scale, it cannot be used, since its value, as a rule, changes with permissible 

transformations in the ordinal scale. In such cases, it is necessary to use the 

nonparametric rank correlation coefficients of Spearman and Kendall, as well as 

other coefficients developed in the theory of rank correlations [6]. We can say 

that the algorithms for calculating the Spearman coefficient and the Kendall 

coefficient convert any input data into ordinal data (ranks, i.e. places in an 

ordered series), and then make it possible to study them. 

In accordance with the theory of stability of economic-mathematical 

methods and models [7, 8], it is advisable to carry out calculations for all three 

correlation coefficients (Pearson, Spearman and Kendall) and compare the 

results of the final calculations. If they are close, then there is no need to choose 

one or the other of the correlation coefficients. If they are different, then you 

should rely on the Spearman and Kendall rank correlation coefficients, and if 

you need to choose between them, it is advisable to choose the Kendall 

correlation coefficient, since it is linearly related to the Kemeny distance [9]. 

To calculate the Spearman and Kendall rank correlation coefficients, it is 

necessary to first rank the coordinate values of the vectors, i.e. construct 

variation series for populations 1 2{ , ,..., }nx x x And 1 2{ , ,..., }ny y y (separately). Let pj be 

the rank of xj in the aggregate 1 2{ , ,..., }nx x x  and qj is the rank of yj in the aggregate

1 2{ , ,..., }ny y y , where j = 1,2, …, n. 

Sample Spearman correlation coefficient n for sampling

( , ) ( ( ), ( )), 1,2,..., ,i i i ix y x y i n  
 calculated by the formula 
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1
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



 



     (1) 

Note that n is a sample linear paired Pearson coefficient constructed from a 

sample of ranks ( , ), 1,2,...,i ip q i n . 

Example 1. Let's calculate the sample Spearman correlation coefficient. 

The initial data is a sample of size n = 10, each element of which is a two-

dimensional vector: 

(2.35; 1), (4; 1.5), (3; 1.2), (1; 0), (2.25; 2), 

(11; 5), (15; 8), (17; 9), (19; 10), (22, 10). 

To calculate the sample Spearman correlation coefficient: 

1. Let us write down the values of the coordinates of the sample elements 

from top to bottom in Table 2 (in this table i is the number of the sample 

element, i = 1, 2, ..., 10; xi are the values of its first coordinate, yi are the values 

of its second coordinate). 

2. Let's rank the coordinate values. Let pi be the rank of xi among all 

elements of the column of values of the first coordinate (i.e., among all x1, x2, 

..., x1n), and qi be the rank of yi among all elements of the column of values of 

the first coordinate (i.e., among all y1, y2, ... , y1n), i = 1, 2, …, 10. 

3. For identical elements, as their final ranks (“linked ranks”) we will 

indicate the arithmetic mean of the ranks assigned to them during numbering - 

for example, if their numbers are 7 and 8, then we will assign each a “linked 

rank” of 7.5. 

4. Note that the sum of the ranks for each data set of n elements must be 

equal to the sum of all natural numbers from 1 to n, i.e.
( 1)

,
2

n n 
in this case - 55. 

5. Further calculations will be carried out only on the values of ranks; the 

values of the source data will no longer be used. 
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6. For each pair of ranks ( , ), 1,2,..., ,i ip q i n Let's find their difference pi - 

qi. (The sum of all such differences in the ranks of elements with the same 

numbers will always be equal to 0.) 

Table 2. 

Initial data and coordinate ranks of sample elements 

Sample element 

number i 
First 

coordinatexi 

Rank of the first 

coordinate 

Second 

coordinateyi 

Rank of the 

second 

coordinate 

1 2.35 3 1 2 

2 4 5 1.5 4 

3 3 4 1.2 3 

4 1 1 0 1 

5 2.25 2 2 5 

6 11 7 5 6 

7 15 8 8 7 

8 10 6 9 8 

9 19 10 10 9.5 

10 18 9 10 9.5 

 

7. Let us square each difference in the ranks of elements with the same 

number. 

8. Let’s find the sum of squares of the rank differences (pi – qi)2. For the 

data under consideration, this amount is 18.5 (Table 3). 

Table 3. 

Analysis of coordinate ranks of sample elements 

Sample element 

number i pi– rank xi among 

all x1, x2, …, x1n 

qi– rank of yi 

among all y1, y2, 

…, y1n 

Rank difference pi 

– qi 

Squared 

difference of 

ranks 

(pi– qi)2
 

1 3 2 1 1 

2 5 4 1 1 

3 4 3 1 1 

4 1 1 0 0 

5 2 5 -3 9 

6 7 6 1 1 

7 8 7 1 1 

8 6 8 -2 4 

9 10 9.5 0.5 0.25 

10 9 9.5 -0.5 0.25 
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9. We will find the Spearman rank correlation coefficient using formula 

(1). For the sample under consideration 

3

6 18.5
1 0,88.

10 10
n


  


 

In other words, when calculating the Spearman rank correlation coefficient, 

we take the original data, for each coordinate of the sample elements we rank 

them from smaller to larger values, thereby assigning ranks to these values from 

1 to the sample size (in the case of identical values, we use related ranks, i.e. . 

We take the arithmetic mean for the ranks assigned to these values), replace all 

values with their ranks, and then calculate the sample Pearson correlation 

coefficient for the resulting data. 

When calculating the Kendall rank correlation coefficient, it is necessary to 

perform pairwise comparisons - to consider the change in the ranks of indicators 

(synonyms - parameters, coordinate values) when moving from one sample 

element to another. If there is a simultaneous increase or decrease in ranks for 

both comparison parameters, then this situation is called a coincidence (changes 

in ranks for two indicators are in the same direction). If there is an increase in 

one indicator and a decrease in another indicator, then this situation is called 

inversion (changes in ranks in two indicators in different directions). Kendall's 

rank correlation coefficient n for sampling ( , ) ( ( ), ( )), 1,2,..., ,i i i ix y x y i n  
 

calculated by the formula 

2( )
,

( 1)
n

P Q

n n






     (2) 

where P is the number of matches; Q is the number of inversions [12, 13]. 

Like the Spearman coefficient, the Kendall coefficient is based on 

assigning ascending or descending serial numbers (ranks) to the coordinates of 

sample elements and further calculations based on them. 

The key element of calculating the Kendall coefficient is to look for pairs 

of ranks that have a different order in each of the population data sets 1 2{ , ,..., }nx x x
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And 1 2{ , ,..., }ny y y . For a correlation close to 1 according to the Kendall 

coefficient, large and small values in one set of data should be in the same order 

as in the other (or in the exact opposite - for reverse correlation). 

Example 2. Let's consider the initial data of example 1. The algorithm for 

calculating the Kendall coefficient can be as follows: 

1. Let's take numerical data sets of the same size, interconnected - in which 

each element of one set corresponds to one and only one element of the second 

set (that is, essentially representing one sample from pairs of values). As for 

calculating the Spearman rank correlation coefficient, we number in ascending 

order all the elements of both data sets from 1 to the sample size - “we will rank 

the elements.” For identical elements, as their final ranks, we will indicate the 

arithmetic mean of the ranks assigned to them during numbering (for example, if 

their numbers are 7 and 8, then we will assign each element a rank of 7.5), i.e., 

we will move on to related ranks. The sum of the ranks for each data set must be 

equal to the sum of the natural numbers from 1 to the sample size. 

2. Further calculations will be carried out only on the values of ranks; the 

values of the source data will no longer be used. 

3. Let's order the ranks of the elements of the first set (i.e., the ranks of the 

first coordinate of the sample elements) from smallest to largest and rearrange 

the series of ranks of the set of values of the second coordinate in accordance 

with this ordering (see Table 4). The original order of ranks will completely 

disappear (cf. Table 2). We can say that the rows of the table. 2 are rearranged in 

accordance with the increasing ranks of the elements of the first coordinate. 

4. Consider the resulting sequence of ranks of the second coordinate (Table 

4). For each rank in this sequence, we will find how many values greater than 

this rank occur in the sequence of ranks below in the same column, and indicate 

this value in Table 4 as the “number of matches.” We will also find out how 

many values smaller than this rank occur in the sequence of ranks below in the 

same column, and indicate this value in Table 3 as the “number of inversions”. 
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5. We add together the calculated numbers of coincidences, as well as the 

numbers of inversions. For the data under consideration, the total number of 

matches is P = 40, and the total number of inversions is Q = 5. 

Table 4. 

Calculation of matches and inversions 

Rank of the first 

coordinate 

Rank of the second 

coordinate 
Coincidences Inversions 

1 1 9 0 

2 5 5 3 

3 2 7 0 

4 3 6 0 

5 4 5 0 

6 8 2 2 

7 6 3 0 

8 7 2 0 

9 9.5 1 0 

10 9.5 0 0 

 

 6. Calculate the Kendall rank correlation coefficient using formula (2): 

2( ) 2(40 5) 70
0,78.

( 1) 10 9 90
n

P Q

n n


 
   

 
 

Other rank correlation coefficients have also been developed [6]. 

Since the values of the Spearman and Kendall rank correlation coefficients 

do not change with any strictly increasing transformations of measurement 

scales of the original sample data ( , ) ( ( ), ( )), 1,2,..., ,i i i ix y x y i n   those. for any 

permissible transformations in ordinal scales, then these coefficients are used 

when analyzing data measured in ordinal scales [5]. 

The Pearson correlation coefficient evaluates the deviation from linearity. 

Its modulus reaches a maximum (equal to 1) if and only if the variables are 

related by a linear dependence. At the same time, the Spearman and Kendall 

rank correlation coefficients assess the deviation from monotonicity. They reach 

a maximum if and only if the values of the variables (synonyms - parameters, 

coordinate values, indicators) are equally ordered. And the minimum is when 
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the ordering is opposite, i.e. When the sign of one of the variables changes, the 

same ordering is observed. 

To analyze data whose distributions do not obey the normal distribution 

(i.e. for almost all types of real data [10]), we recommend using Spearman and 

Kendall rank correlation coefficients. 

In the basic probabilistic-statistical model, the joint distribution function of 

a two-dimensional random vector is assumed to be continuous, and therefore the 

probability of coincidence of the observed observation results is equal to 0. In 

practice, there are cases when some measurement results coincide, i.e. there are 

associated ranks. A model for analyzing coincidences when calculating 

nonparametric rank statistics was developed in article [11]. In relation to the 

Spearman and Kendall coefficients, the problem of taking into account related 

ranks is considered in [12, section. 6.10, pp. 152 - 155], [13, p. 207 - 208] and 

other works.(   )  ( ( )  ( )) 

3. About the term “correlation-regression analysis” 

This term is widely used in publications. Sections in textbooks [14, 15], 

teaching aids [16, 17] are devoted to the topics behind it. methodological 

instructions for practical exercises [18] and for performing calculation tasks 

[19], scientific publications [20], reference materials [21]. Search in the Russian 

Science Citation Index (RSCI) for the query “Correlation and regression 

analysis” in the titles of articles and books for 2019 – 2024. gave 82 titles. Let us 

dwell on the topics of economics and management. This includes, for example, 

work on the use of a statistical analysis package to conduct correlation and 

regression analysis in the course of economic research [22] and on studying the 

relationship between socio-economic indicators of an organization’s activities 

[23]. Correlation and regression analysis when assessing the investment 

attractiveness of the oil refining industry [24] and the efficiency of using 

investment resources of an oil company [25]. Correlation and regression 

analysis is used as a tool for assessing innovation activity in the regions [26]. It 



Научный журнал КубГАУ, №202(08), 2024 год 
 

http://ej.kubagro.ru/2024/08/pdf/20.pdf  

12 

is used to analyze the dependence of an enterprise’s revenue on factors of 

foreign economic activity [27]. It is argued that with its help it is possible to 

study the influence of indicators on the revenue of an enterprise [28], the 

development of small businesses on the standard of living of the population 

[29], and inflation on the level of wages in the Russian Federation [30]. 

Correlation and regression analysis is used as a tool for predicting the impact of 

the functioning of a socio-economic cluster in the housing and communal 

services sector on the regional economy [31]. It turned out to be useful for 

analyzing the dependence of the revenue of the largest TNCs of the BRICS 

countries in the oil and gas industry on factors of economic activity [32]. Based 

on RSCI data, it can be established that correlation and regression analysis is 

used in many other fields of science and sectors of the national economy. Let us 

point out work at the intersection of economics and medicine [33], in which it 

was used to study the degree of influence of various socio-economic factors on 

the dynamics of the incidence of opisthorchiasis. 

However, it must be stated that the term “correlation-regression analysis” 

from the point of view of modern applied statistics [5] is incorrect. It 

unreasonably mechanically combines completely different sections of applied 

statistics - correlation analysis and regression analysis. Let's discuss the 

relationship between these sections. 

4. Correlation and regression: forecast and control 

The correlation coefficients discussed above are intended to quantify the 

strength of the relationship between two random variables, i.e. between the 

coordinates of a two-dimensional random vector. The purpose of regression 

analysis is to restore the relationship between variables, at least one of which is 

random. The second one can be deterministic. For example, when studying the 

dynamics of indicators of the financial and economic activities of an enterprise. 

The variety of regression analysis models is discussed in article [34]. One of 

these models is designed to analyze a sample from the distribution of a two-
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dimensional random vector. This statistical data generation model is also the 

original model for correlation analysis. It is discussed at the beginning of this 

article. Other regression analysis models are fundamentally different (see [34]). 

The point is that correlation analysis allows you to assess the degree of 

connection, predict the value of one variable based on the value of another, but 

does not allow you to control - by changing the value of one variable, 

purposefully change the value of another. 

This fact has long been known. It is called the correlation paradox [35]. As 

an example, let's discuss the analysis of data on the height and weight of a 

certain number of people. One can adopt a probabilistic-statistical model of 

correlation analysis, according to which the specified data are considered as 

independent identically distributed two-dimensional random vectors. As 

practical experience shows, the linear pairwise Pearson correlation coefficient is 

positive and noticeably different from 0. Using the least squares method, you 

can obtain a linear relationship between height and weight, which allows you to 

predict height based on a person’s weight (with a certain accuracy, which is 

expressed using confidence limits). However, it is obvious that this dependence 

cannot be used for control - a change (for example, a decrease) in the weight of 

an adult does not lead to a change in his height. 

Other examples can be discussed. So, for a city, consider such indicators as 

the number of televisions for a certain year, the number of murders in the city, 

the number of diseases and mortality in the same year. You can verify that for 

each two of these four indicators the correlation coefficient between them is 

very close to 1. As a consequence, for any of these indicators you can fairly 

accurately predict the value of any other. At the same time, it is clear that, for 

example, the complete elimination of televisions will not significantly reduce 

the values of the other three indicators. 

The most common reason for a situation where there is a correlation 

between two quantities in the absence of a direct cause-and-effect relationship 
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between them is the presence of some other, third factor on which both of these 

quantities depend. For example, in the case considered above, such a factor will 

be the population of the city - with an increase in this value, the number of 

televisions in the city, and the number of murders, and the number of diseases 

will certainly increase, simply because people buy televisions and murders, they 

also suffer from diseases, and The more people in the city, the more cases of 

murders and diseases. We can say that in the situation there is a hidden (latent) 

variable - the number of residents in the city, and on this variable the listed 

indicators with a sharp increase in the city's population depend almost linearly, 

which leads to the fact that the correlation coefficients between them are close to 

1. 

The real connection between the quantities between which a high 

correlation coefficient is observed is not always obvious. Thus, based on the 

results of the analysis of the chronicles of some cities of the Roman Empire, it 

turned out that with an almost constant population of the city, over time, a direct 

correlation began to be observed between the number of fountains (at that time 

they served as the end point of the aqueducts through which clean water was 

supplied to the city) in the city districts and mortality in the same areas from 

diseases, the descriptions of which corresponded to the descriptions of 

myocardial infarction and stroke. At first glance, it may seem that the values of 

the number of fountains and the number of heart attacks are connected by the 

fact that, they say, water from fountains causes heart attacks, but for medical 

science this is nonsense - no mechanisms for such connections have ever been 

identified. In reality, supplying city areas with clean water from aqueducts led to 

a sharp decrease in the mortality rate of the population of these areas from 

intestinal infections and poisoning (an alternative to fountains were rivers within 

the city into which waste was poured, as well as wells filled with contaminated 

groundwater), and the number of people who ultimately lived to ages at which 

mortality from myocardial infarction and cerebral stroke became significant. 
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Thus, paradoxically, the increase in mortality from such diseases precisely 

indicated the improvement in the health of the population of the cities of the 

Roman Empire from the construction of aqueducts and fountains (although, 

undoubtedly, this will be shown even better by the decrease in mortality from 

intestinal infections). 

Understanding the entire chain of deep connections between correlating 

variables, however, sometimes makes it possible to use information about 

correlation to manage the situation. Thus, Charles Darwin, in his work “The 

Origin of Species by Means of Natural Selection,” noted a direct correlation 

between the number of cats in rural areas of Great Britain and the yield of red 

clover there. One might think that these two indicators simply simultaneously 

depend on some third variable (for example, the climatic conditions of the area), 

but the researcher found that the chain of connections is actually more complex: 

red clover was pollinated only by bumblebees (but not by bees), bumblebees 

(unlike bees) lived in nests accessible to mice, which destroyed these nests, and 

cats, in turn, hunted mice. Accordingly, the more cats lived in any territory, the 

fewer mice remained there, the less the threat to bumblebee nests, the more 

bumblebees participated in pollinating clover, which increased its productivity. 

Therefore, Charles Darwin's advice to British farmers to "Take care of cats and 

breed them" was a justifiable response to the farmers' request for a scientific 

idea to increase the yield of clover (the main fodder crop of that time in Great 

Britain). 

The quality of a regression model is measured by the coefficient of 

determination. If the probabilistic-statistical model of correlation analysis is 

valid, then for the paired linear regression model the coefficient of determination 

is equal to the square of the usual correlation coefficient between the 

independent and dependent variables. However, the coefficient of determination 

in OLS can be used more widely (for example, when one of the variables is 

determined) than the correlation coefficient. Therefore, we cannot say that the 
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coefficient of determination is equal to the square of the correlation coefficient, 

although the formulas are the same. Many errors when using correlation and 

determination coefficients in the analysis of specific practical data are associated 

with the unlawful transfer of the properties of the correlation analysis model to 

other regression analysis models [36]. A comparison of probabilistic-statistical 

models of correlation and regression was carried out in article [37]. 

In order to develop management decisions using regression dependence, a 

series of preliminary experiments is necessary. In it, the researcher sets 

(according to certain rules) the values of the independent variable and measures 

the corresponding values of the dependent variable. This area of applied 

statistics is called experimental design. The fundamental works are the book by 

V.V. Nalimov [38], the founder of experimental planning in our country, and 

reference book [39]. In our country, educational and methodological 

publications [40 - 43] and scientific articles [44 - 46] on the theory and practice 

of experiment planning continue to be published. 

5. Chaddock scale 

It is used to interpret the results obtained from calculating correlation 

coefficients in verbal form. In other words, for the convenience of presenting the 

values of correlation coefficients, a transition to a linguistic variable is used. 

When assessing correlation, its different degrees are distinguished, for 

example, according to Table. 5. 

Table 5 

Degrees of correlation 

Degree of correlation Direct correlation Inverse correlation 

Absent 0 0 

Weak (0; 0.3) (0; -0.3) 

Moderate [0.3; 0.5) [-0.3; -0.5) 

Significant [0.5; 0.7) [-0.5; -0.7) 

Strongly expressed [0.7; 0.9) [-0.7; -0.9) 

Very strong [0.9; 1) [-0.9; -1) 

Functional 1 -1 

Source: compiled by the authors [47] based on the results of the study [48]. 
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For the first time such a linguistic scale fordegrees of correlation 

suggestedAmerican sociologist and statistician Robert Emmett Chaddock 

(1879–1940) in 1925[49]. 

In literary and Internet sources there are variants of the scale in Table 2, but 

the differences are insignificant. For example, for direct correlation the 

following meanings and terms are used: weak (or very weak) connection - from 

0.1 to 0.3 (or from 0 to 0.3); moderate (or weak) connection - from 0.3 to 0.5; 

noticeable (or average) connection - from 0.5 to 0.7; high (or withstrongly 

expressed)connection- from 0.7 to 0.9; very high (very high, strong) connection 

- from 0.9 to 1.0 (or from 0.9 to 0.99). Therefore, when using the Chaddock 

scale, it is advisable to indicate which of the variants of this scale is meant (see 

also[50]). 

Example 3.For the data in Example 1, the Spearman correlation coefficient 

is 0.88 and the Kendall correlation coefficient is 0.78. According to the 

Chaddock scale (Table 5), these correlation coefficients are described as 

“strong.” Thus, the relationship between the variables is close to monotonic. MIt 

can be said that changes in the values of one variable follow changes in the 

second variable. 

Many scales of this type have been developed with various names [51], 

usually in honor of the researchers who proposed them. 

6. Statistical significance of correlation coefficients 

Using the Chaddock scale can be misleading. The fact is that in the case 

when the theoretical coefficient is equal to 0 (for example, when the coordinates 

of the random vector are independent), its sample value, due to purely random 

reasons, may turn out to be quite far from 0 and, on the Chaddock scale, the 

correlation will turn out to be, for example, significant. 

Let's consider two hypotheses: 
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N0(null hypothesis): the theoretical correlation coefficient is 0 (in other 

words, the sample correlation coefficient is not statistically significant, i.e., due 

to random reasons, it differs from 0); 

N1(alternative hypothesis): The theoretical correlation coefficient is not 

equal to 0 (in other words, the sample correlation coefficient is significantly 

different from 0). 

Further reasoning is carried out in the same way for all three correlation 

coefficients under consideration - Pearson, Spearman and Kendall. Let us denote 

any of these coefficients as qn. The following reasoning is valid for all three 

cases: qn = rn (linear pairwise Pearson correlation coefficient), n nq   (non-

parametric Spearman rank correlation coefficient) and, finally, 1n nq   

(normalized non-parametric Kendall rank correlation coefficient), i.e. 

1

9 ( 1)
.

2(2 5)( ) ( 1)(2 5)

18

n
n n

n

n n P Q

nD n n n


 



 
  

  
 

The need for normalization is due to the fact that the variance of the 

Kendall correlation coefficient according to [12, 13] is equal to 

2(2 5) 4 1
( ) 1 ,

9 ( 1) 9
n

n
D O

n n n n


   
     

   
 

while in similar formulas for the Pearson and Spearman correlation coefficients, 

instead of 4/9 there is 1. 

We have proven the following theorem regarding the asymptotic 

distribution of the correlation coefficients under consideration. 

Theorem. If the null hypothesis (H0) is true that the theoretical correlation 

coefficient is equal to 0, the distribution of the corresponding sample correlation 

coefficient is asymptotically normal with a mathematical expectation of 0 and a 

variance of 1/n, i.e. for all x the limit relation is valid 

lim ( ) ( ),n
n

P nq x x


    
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Where ( )x - function of standard normal distribution with mathematical expectation 0 and 

variance 1. 

Proofcarried out using limit theorems of applied mathematical statistics[5, 

chapter 4]. 

This theorem allows one to construct (asymptotic) decision rules. As usual 

when testing statistical hypotheses, the critical values in the decision rules are 

determined by the significance level α, which is specified by the researcher. 

The two-sided alternative hypothesis is that the theoretical correlation 

coefficient differs from 0, and it is unknown whether it is positive or negative. 

Then the decisive rule is this.If ( ),nn q C  then the null hypothesis is accepted 

(at the significance levelα), i.e. there is no reason to assert that the 

corresponding correlation coefficient differs from 0. If ( ),nn q C  then the 

alternative hypothesis is accepted, i.e. the correlation coefficient is significantly 

different from 0. Here for the critical value ( )C  equality is true 

( | | ( )) ( ( )) ( ( )) ( ( )) 1 ( ( )) .n n nP n q C P nq C P nq C C C                 

Hence, 

12 2 ( ( )) , ( ( )) 1 , ( )) 1 .
2 2

C C C
 

      
        

 
  

For the most commonly used significance level 0,05  critical value

 1(0,05) 0,975 1,96.C    

Under a one-sided alternative hypothesis, it is known in which direction the 

theoretical correlation coefficient deviates from 0, but it is not known by how 

much it deviates. For definiteness, let the theoretical correlation coefficient be 

positive under the alternative hypothesis. Then the decisive rule is this.If

( ),nnq D  then the null hypothesis is accepted (at the significance levelα), i.e. 

there is no reason to claim that the corresponding correlation coefficient is 

positive. If ( ),nnq D  then the alternative hypothesis is accepted, i.e. the 

correlation coefficient is positive. Here for the critical value ( )D  equality is true 
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( ( )) 1 ( ( )) .nP nq D D       

Hence, 

 1( ( )) 1 , ( )) 1 .D D          

For the most commonly used significance level 0,05  critical value

 1(0,05) 0,95 1,64.D    

Thus, the result of testing a statistical hypothesis depends on the value
nnq . 

Let the value of the correlation coefficient calculated from the sample be 0.7. According to 

the Chaddock scale (Table 2), this degree of correlation is “withstrongly expressed." 

However, suchthe sample correlation coefficient differs significantly from 0 

only in the case0,7 1,96, 8.n n   Similarly, a moderate correlation can differ 

significantly from 0 only in the case 0,3 1,96, 43.n n  If n = 4, then any sample 

value of the correlation coefficient will not differ significantly from 0. From the above it is 

clear that the assessment of the degree of correlation on the Chaddock scale up to sample 

sizes of several tens of units must necessarily be considered together with the results of the 

significance test. 

Above we considered correlation coefficients in the nonparametric case. 

Let us compare the above with the well-known results regarding the bivariate 

normal distribution. As already mentioned, to test hypotheses about the Pearson 

correlation coefficient in the general case, strictly speaking, you cannot use 

tables calculated under the very particular assumption of normal distribution of 

sample elements. If this assumption is true, the random variable 

21

2

n

n
r

n
rt






 

has a Student distribution with (n - 2) degrees of freedom (see, for example, [12, 

p. 76]). It is known that as the sample size increases, the Student distribution 

converges to the standard normal distribution. Replacing the quantile of the 

Student distribution with the limiting normal quantile, we obtain a decision rule 

for testing the hypothesis that the theoretical correlation coefficient is equal to 0 
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in the form: |t| < 1/96 - we accept the hypothesis, otherwise we reject it (at a 

significance level of 0.05). We have 

,96,1
1

2
||

2






n

n
r

n
r

 

,
2

96,1

1

||

2 


 nr

r

n

n

 

and therefore, with a sufficiently large sample size, n can be replaced by (n - 2) 

by n. If the hypothesis of equality 0 is true, the theoretical correlation coefficient 

can be replaced
21 nr by 1 (since the sample correlation coefficient tends to the 

theoretical correlation coefficient). We obtain the decision rule in the form 

1,96
| | , | | 1,96,n nr r n

n
   

those. in the form that was considered in the general case above. 

 Example 4.For example data 1 sample size n =10, the Spearman 

correlation coefficient is 0.88, and the Kendall correlation coefficient is 0.78. 

The test statistics for testing the hypothesis that the Spearman coefficient is 

equal to 0 is equal to0,88 10 2,78 . Since 2.78 > 1.96, the alternative hypothesis 

is accepted, i.e. the theoretical correlation coefficient is not equal to 0. 

Therefore,the correlation is reliably true,variables are dependent. Nthe 

standardized nonparametric Kendall rank correlation coefficient is equal to 

1

9 ( 1) 9 10 (10 1) 810
0,78 0,78 0,78 4,025 3,14.

2(2 5) 2(2 10 5) 50
n n

n n

n
 

   
     

  
 

Since 3.14 > 1.96, the null hypothesis is rejected, the Kendall correlation 

coefficient is statistically significant,variables are dependent. 

7. Concluding remarks 

The article analyzes the main issues related to correlation analysis that arise 

during statistical processing of real data. Let us discuss some directions for 

further research. 

The recommendations obtained are asymptotic. Their errors require study. 

In further studies, it is advisable to study the rate of convergence in the obtained 

asymptotic expressions, in other words, to consider finite sample sizes. To 
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assess the errors of the limit theorems obtained in the article, the method of 

statistical tests can be applied according to [52]. Perhaps amendments will be 

useful. Thus, the nonparametric Spearman rank correlation coefficient is 

asymptotically normal with the parameters: 

1
0, ( )

1
n nM D

n
  


 

(see, for example, [12]). Perhaps, in the above decisive rule for testing the 

hypothesis that the theoretical correlation coefficient is equal to 0, it is advisable 

to replace
nn on 1 nn  . 

Another example is the parametric t statistic, designed to test the equality 

of the Pearson correlation coefficient to 0 under the assumption of normality, 

and it may be advisable to use it in a nonparametric setting. 

It seems natural to build decision rules based on the asymptotic normality 

of the sample Pearson correlation coefficient. However, formula (27.8.1) for the 

variance of the sample correlation coefficient given in the classic monograph by 

G. Cramer [53] on p. 393 is incorrect. This is clear from the fact that it gives 

zero variance if the hypothesis that the theoretical correlation coefficient is equal 

to 0 is true. According to what was said above, the dispersion should not be 

equal to 0, but 1/ n (in asymptotics). Formula (27.8.2) in [53] is also incorrect - 

there is no need to square the numerator on the right. 

It is important to study the impact of elections on the values of correlation 

coefficients. Let's pay attention to Bernstein's example. Academician USSR 

Academy of Sciences S.N. Bernstein, back in 1932, considered [54] the 

following problem: “Determine the smallest possible value of the Pearson 

correlation coefficient R between the quantities X and Y, if it is known that their 

mathematical expectations are equal to 0 and that there are two constants L and

 such that always 

L
X

Y
 0

. " 
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Having solved this problem in the general case and considered a numerical 

example, S.N. Bernstein ends the article [54] this way: “... it is enough that only 

one out of 701 individuals disobeys the prevailing law of proportionality Y = 

0.1X for the correlation coefficient to drop to a value of 0.198” (see also [37]). 

This article is adjoined by works on indicators of the relationship of 

characteristics and testing of independence in contingency tables. We are talking 

about variables measured in name scales (nominal). They are also called 

categorized variables. As stated in the classic monograph [55, p. 720], 

“historically, much of the literature on categorized variables has been devoted to 

the task of testing for the presence and measurement of interdependence 

between two such variables.” Chapter 33 of the monograph [55] is devoted to 

these problems (see also [56]). 
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